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An investigation of the molecular structure of amorphous aluminium phosphate, prepared 
from a recently discovered complex (AIPO4" HCI �9 4C2HsOH), has been carried out using 
radial distribution function (RDF) techniques. Studies were made on two samples, one 
prepared by decomposing the solid complex and the other from powder produced by 
evaporating to dryness a solution of the complex in methanol and then decomposing and 
grinding the solid obtained. R DF curves were obtained from both samples, and were found 
to closely resemble that previously reported for vitreous silica. The short range order in 
both samples is similar to that in vitreous silica, with aluminium and phosphorous atoms 
occupying positions in aluminium phosphate similar to the positions of silicon atoms in 
silica. This structure is consistent with the crystal chemistry of aluminium phosphate. 

It is possible to assign all the peaks in the RDF plots out to values of r ~ 5 A to known 
inter-atomic distances. The peak at 1.6 A represents the A I -O and AI-P bond lengths, 
and is broader than the corresponding Si-O peak in vitreous silica, as the A I -O and P-O 
bonds are respectively slightly longer (AI-O) and shorter (P-O) than the equivalent Si-O 
bonds. Subsequent peaks result from the O - 0  distances (~ 2.6 A); the AI -AI ,  AI -P and 
P-P distances (~ 3.1A); the AI-second O and P-second O distances (~ 4.2 A), and 
O-second O, AI-second AI, P-second P and AI-second P distances (~ 5.0 A). The 
sample prepared from the methanolic solution shows some small additional peaks in the 
region 4 to 5 A, indicating more order in the second neighbour distances. 

Analysis of the P-O and AI -O peak area indicates that both P and AI atoms are 
co-ordinated to four network oxygen atoms at a distance ~ 1.6 A, and that absorbed 
water also co-ordinates to one or both atoms with a P-O and/or A I -O distance of ~ 1.6 A. 

1. Introduction 
A number of metal complexes, mainly phosphate 
based, have been discovered which possess interest- 
ing properties as surface coating agents [ 1 ]. The 
coatings are non-crystalline but, by the use of 
radial distribution function (RDF) techniques, 
structural information can be obtained from X-ray 
diffraction data on materials of this type. The 
simplest and best characterised of the coating 

materials is aluminium phosphate, produced from 
a solution of a recently discovered complex with 
the formula AIPO4" HCI �9 4C2HsOH. In the solid 
crystalline state, the structure of the complex has 
been shown to consist of cubic A1PO4 tetramers 
which are prevented from linking up to form a 
long-range aluminium phosphate network by 
protonation of the non-bridging phosphate oxygens 
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and by ethanol ligands co-ordinated to the alu- 
minium atoms [2]. 

The complex readily decomposes on heating to 
form amorphous A1PO4. 

AIPO4" HCt " 4C2HsOH 

= ALP04 + HC1 + 4C2HsOH. (l) 

Coatings produced from solutions of the complex 
are, after heating, glassy continuous layers and this 
process is, in fact, the only known route to glassy 
A1PO4. The crystal phases of AIPO4 are closely 
similar to those of SiO2 [3] and hence the vitreous 
forms of the two materials might be expected to 
have very similar structures. Vitreous silica has 
been well characterized using RDF methods [4]. 
Similar methods have been used in this investi- 
gation, to establish whether the RDF of vitreous 
A1PO4 is quantitatively similar to that of vitredus 
silica, or whether some order of the complex 
precursor is preserved in the vitreous state. In 
the latter case the method of preparation might 
influence the resulting structure. 

Two samples were examined, one being pro- 
duced by direct decomposition of solid complex, 
the other by drying a solution of the complex in 
methanol and decomposing the solid obtained. 
The latter sample preparation route approximates 
closely to the way surface coatings are prepared in 
practice [ 1]. 

2. Experimental details and results 
The experimental data collection system and the 
various correction procedures have been described 
in detail [5]. Samples for the diffraction exper- 
iments are required to be approximately l mm 
thick, but practical surface coatings are much 
thinner than this (typically "-, l#m),  and thus the 
samples were prepared as follows: sample 1 was 
produced by curing the solid complex at 200~ 
for 12 h followed by grinding the resulting solid to 
a fine powder and compacting this in a press to a 
circular plate 10mm diameter and 1.0 mm thick. 
Sample 2 was produced from a 20% wt/wt solution 
of complex in methanol by blowing dry with 
nitrogen at room temperature followed by heating 
at 70 ~ C for 6 h to remove any residual solvent and 
then curing at 200~ for 30 rain. The resulting 
solid was then ground ann compacted in the 
same way as for sample 1. The compacted plates 
were found to rapidly absorb water, and the equi- 
librium water contents at the time of collecting 
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data were: sample 1, 8.7%wt/wt; sample 2, 
12.0%wt/wt. These values were determined by 
thermogravimetric methods. 

The data for sample 1 were collected using 
molybdenum radiation (X = 0.7107 A) and 
balanced filters on a constant time basis, spending 
a fixed time (15 re_in) for each filter (~ and 13). 
During the course of the work it was found that 
improved ~tatistical accuracy, especially at high 
angles where count rates are low, could be obtained 
by collecting data on a constant count basis, i.e. 
measuring the time for a fixed count (10000) 
using each filter. This procedure was subsequently 
adopted for sample 2 also using molybdenum 
radiation. Data were collected from 0 = 0.5 ~ to 
66 ~ at a fixed interval of 0.25 ~ The samples were 
positioned in the transmission scattering geometry 
[ 5]. The choice of collimation limits, methods of 
balancing the filters, collecting data at low scatter 
angles close to the incident beam, correcting for 
absorption in the sample, removing background 
scattering, and correcting for multiple scattering 
have already been described [ 5]. 

The data were converted to an equivalent con- 
stant time basis (sample 2), monochromatized by 
subtraction of the/3 counts from the ~ counts. 

The sample intensity data were smoothed by 
fitting a second-order polynomial in 0 to short 
segments of the scattering curve. This polynomial 
may be represented by the equation 

[ ism(0i) lr  = (ai)r + (bO Oi + (2) 

The coefficients al, bi, and ci were evaluated by 
a least squares method over an angular smoothing 
range designated by the subscript r. As indicated 
by the subscript i in the above equation, a separate 
set of coefficients is applicable to each value of 
the scattering angle and the value of 1sin corre- 
sponding to any given value of 0i depends on the 
smoothing range selected. This angular smoothing 
range is given by the expression 

(Oi--n O)~O~(Oi+n O) 

where n is an integer and 0(= 0.25) is the angular 
spacing of the data points. Thus for each scattering 
angle, 01, the set of parameters ai, bi, and ci were 
determined by using 2n + 1 values of the sample 
intensity. 

Several smoothing ranges were used to determine 
the complete scattering curve. These ranges were 
selected to include features that could be 
adequately represented by a second-order poly- 



Figure I Scattered intensity for A1PO 4 
prepared from solid A1PO 4. HC1. 
4C2HsOH (sample 1). 
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nomial. In general, as the scattering angle increased 
and the intensity features became less prominent, 
a larger value o f r  was used. The following smooth- 
ing ranges were found to be satisfactory: 

approximate angular 
region 

1 ~  7 ~ 
7 ~ < 0 < 14 ~ 

14 ~ < 0 < 20 ~ 
20 ~ < 0 < 60 ~ 

smoothing range 

n = 0, 0 i 
n = 4 ,0  i---1.0 ~ 
n = 10 ,0 i •  ~ 
n = 18 ,0 i •  ~ 

Two separate smoothing computations were 
made for each sample. The purpose of the first 
smoothing was to obtain a preliminary estimate of 
the scattering curve. This preliminary estimate of  
lsm(0) was then used to statistically analyse the 
individual data points. To obtain the final estimate 
of the smooth scattering curve, a statistical analysis 
was made by computing a confidence interval 
about the preliminary estimate of  lsm(0)- In the 
experiment the true mean of I (0)  is unknown, and 
the best available estimate was [ lsm(0)]prel im, 
since this curve was determined from a relatively 
large number of  experimental observations. On 
this basis the preliminary value oflsra(0 ) was used 
to estimate the deviation of each point from the 
mean value. The standard deviation of each point 
was calculated using Gaussian statistics, and hence 
95% confidence limits about the mean were con- 
structed. Any experimental point falling outside 
these limits was labelled in the computer print- 
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out, and subsequently each labelled point was 
examined visually. The small number of labelled 
points which were obviously anomalous were 
removed and the smoothing computations were 
repeated to obtain a final estimate of  the smooth 
scattering curve. The smoothed plot of lsm(O) for 
sample 1 is shown in Fig. 1, sample 2 giving a 
similar plot. 

The data were normalized to electron units by 
plotting the normalization ratio: 

_ (1 + BO) [ ~  xifi2(O) xili(inc)l 
N(O) 

i=1 t2i ( 0 )  ] 

(3) 

against (0), where B is a double scattering correc- 
tion factor, n is the number of atomic species in 
the system, xi is the atomic concentration of the 
ith species, fi  and/i(ine) are the dispersion corrected 
coherent scattering factors [6 -9 ]  and incoherent 
scattering factors [ 10-13] of the ith species, and 
%(0) and ai(0 ) are the coherent and incoherent 
adsorption factors [5]. The normalization constant, 
C/NAT is given by, 

C 
- lira { N ( 0 ) }  (4) 

NAT 0~= 

and was calculated by linearly averaging N(O) 
between 28 ~< 0 ~< 50 ~ Other methods of normal- 
ization together with their effect on the radial dis- 
tribution function are discussed later in this section. 
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Figure 2 Normalization ratio for sample 1. 
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Figure 4 I2(o)/It(o) versus 0 for sample 2. 

Figs. 2 and 3 show the plots of N(0)  for sample 
1 and 2, together with the values of B used in the 
analysis. It may be seen that the normalization 
ratio tends more closely to a constant value as 
0 ~ o o  for sample 2 due to the better statistical 
accuracy for this sample. The drift away from a 
constant value at 0 > 58 ~ for sample 2 probably 
indicates the limitations of the linear multiple 
scattering correction term (Equation 3). The 
values of B used to correct for multiple scattering 
were checked by a computer calculation of the 
ratio of  double scattering 12(0) to single scattering 
I1(0) as function of 0. This is shown in Fig. 5 for 
sample 2, using a finite element technique [14], 
based on the methods of Warren and Mozzi [15]. 
The irradiated volume of the sample and the 
potential secondary scattering are divided into 
finite elements and the double scattering is calcu- 
lated by summation over all elements. The results 
tend to the correct value in the limit of  infinitely 
fine elements, although this limit was not attain- 
able in practice as the computirtg time became 
prohibitive. The results in Fig. 4 were calcu- 
lated using volume elements of approximately 
0.3 x 0.3 x 0.3 mm 3 with an irradiated volume of 
approximately 1.0 x 1.0 x 1.0 mm 3. The double 

scattering is given to a good approximation by, 

h(O) --~ B;I(0) (6) 
o r  

lsm(0) ~I,(O) + h ( 0 )  (7) 

~I,(o)(1 + eo) (8) 

as assumed in the analysis. The value orB = 0.0019 
compares favourably with the value o fB = 0.0039 
chosen empirically for the most favourable nor- 
realization behaviour for sample 2. On choosing an 
element size of  0.15 x 0.15 x 0.15 mm 3, B increased 
to 0.0025 when calculated for one scatter angle 
but further computation would not have been 
justified. Thus, in view of the neglect of third and 
higher order scattering terms which would presum- 
ably increase B further, the chosen method and 
numerical values adopted to perform a first order 
correction for multiple scattering are of the correct 
functional form, and of the correct order, within 
the limitations of  the calculation techniques. 

An average normalization constant (C/NAT)av 
was chosen by averaging the values of  Figs. 2 and 3 
between 28 ~< 0 ~< 50 ~ for each sample. An inter- 
ference function, J(O), defined by Wignall and 
Longman [5], was calculated from 

/(o) = / ( s )  = 1.o + 

x~f~(o) 
i = 1  

(9) 
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The interference functions are shown in Figs. 5 
and 6 for samples 1 and 2 respectively. RDFs, 
H(r), were calculated from, 

H(r) = 1 f"maXs [J(s) -- 1] sin sr as 
27r~r~ Js=O 

(10) 

where ~ is the average atomic (number) density, 
s = 47r sin 0/k and Smax is the truncation limit of s. 

The termination of data sm~x can result in 
spurious oscillations in the radial distribution 
curve with a frequency 2n/Sma~, which may be 
reduced by increasing Smax. Alternatively, an 
exponential damping factor [5] may be applied 
t0 the data before transformation, although the 
latter approach results in some loss of resolution. 
No damping factor has been used in the present 
work as previous experience on the present exper- 
imental system has shown that truncation errors 
are small in the region 1 < r < 8,8,. For example 
in the case of  polyethylene, RDF plots obtained 
by the present system [ 16] and by electron diffrac- 

tion [17] showed a large measure of agreement, 
despite a wide difference in truncation limits, Smax, 
used. Both sets of data gave peaks very close to the 
predicted short-range intra-molecular distances and 
the overall agreement confirms that truncation 
errors are not a major problem in this region of r 
space. A similar conclusion can be drawn from 
RDF studies on vitreous carbon [ 18]. 

In general the maximum value of 0 was used at 
which the data was considered reliable. This is a 
subjective procedure, so the effect of terminating 
the data at two different values of 0 (Fig. 6) was 
investigated for sample 2. 

The RDFs for samples 1 and 2 are shown in 
Figs. 7 and 8 for truncation values o f  smax = 
13.15 A -1. Fig. 9 presents the RDF for sample 2 
with smax = 15 A -1 and shows essentially the same 
RDF as Fig. 8. Fig. 10 shows the sub-atomic 
region of H(r). As this region is very sensitive to 
small errors in J(s), the RDF exhibits spurious 
oscillations about its theoretical limit. Small dif- 
ferences in the method of normalization can have 

Figure 7 rH(r) and ~rH(r) versus r for sample 1. 
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dramatic effects on the measured value of H(0). 
Fig. 10 shows the results for the linear average 
method (used for Figs. 7 to 9) together with the 
results for a widely used alternative method [ 19]. 
Another method based on choosing a normalization 
constant to satisfy, 

1 ~Smax 
H(0) = - - 1  = 27r2/3 s = o  s [J ( s ) - - l l d s  

(11) 

as closely as possible is also shown. Equation 11 
results from letting r ~ 0 in Equation 10 and relies 
on the fact that H(0) is -- 1 as atoms cannot pack 
at distances below r "~ 1 A. Hence by definition the 
atomic density is zero for very lowr andH(r)  = - -  1. 

All sub-atomic oscillations are essentially non- 
physical due to the inability of atoms to pack at 
distances of < 1 A. However, the dramatic effects 
of different normalization procedures are confined 
to sub-atomic distances as shown by Fig. 11 which 
illustrates the three different RDFs generated from 
the different normalization procedures. These are 
essentially identical for r t> 1.2 A. 
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Figure 8 rH(r) and ~rH(r) versus r for sample 2 
and truncation point A (0 = 48~ 
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3. Discussion 
The RDF results for the samples of A1PO4 produced 
from solid and the methanolic complex, presented 
in Figs. 7 and 8 respectively, show a remarkable 
similarity to the results of Mozzi and Warren [4] 
for vitreous silica (Fig. 12) when peak heights and 
shapes are compared. The peaks in the RDFs for 
A1PO4 have been assigned to inter-atomic distances 
by analogy with the silica work. These assignments 
are included in Figs. 8 and 9 by comparison with 
the corresponding silica data in Fig. 12. Direct 
comparison of peak heights is not possible since 
Mozzi and Warren plot r [H(r) + 1] while Figs. 7 
and 8 plot rH(r). Comparison should only be 
made by measuring peak heights above the sloping 
baseline 0D in Fig. 12. However, it may then be 
seen that the peak heights are not in close agree- 
ment. This is probably due to the porous nature of 
the pressed A1PO4 samples, since the measured 
average atomic densities were very low at 0.033 20 
and 0.052 7 atoms A -a for samples 1 and 2 respec- 
tively. The difference between the two samples 
undoubtedly reflects differences in their pore 
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volumes. Evidence of a porous structure can also 
be seen in the strong low angle scattering in Figs. 
1, 5 and 6. To eliminate the density dependence, 
the right-hand axes of Figs. 7 and 8 have been 
plotted in terms of ~rH(r), where 

~rH(r) = 1 ~'jsm~x 21r ---~ =o sJ(s) sin sr ds. (12) 

It is then apparent that the peak intensities in the 
density independent RDFs of the two A1PO4 
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samples are very similar. Comparison with the den- 
sity independent  RDF for silica (Fig. 12) shows 
that there is still a large difference in the height of  
the peak at ~ 1.6 A. The probable explanation is 
that  this peak represents the single nearest neigh- 

bour S i - O  bond in silica [4] whereas for A1PO4 it 
represents the summation of  the P - O  and A1-O 
bonds. These bonds have lengths o f  1.53 and 

1.8 A, respectively [20],  resulting in the observed 
broadening and reduction in peak height. 

The co-ordination of  the A1 and P atoms can be 
estimated from the area of  the 1.6 A peak using 
the methods of  Mozzi and Warren [4].  The peak 
area forSiO2 i s 2 2 8 0 e l  2. [4] ,  whereas the peak 
area, taking a unit of  composit ion of  AIPO4, for 
sample 2 is 1760ei  2 assuming tetrahedral co- 
ordination of  oxygen atoms about bo th  P and A1 
atoms. The agreement between these figures indi- 
cates that the assumption of  four-fold co-ordination 
of  ne twork  oxygen atoms is substantially correct,  
but  the discrepancy of  500el  2 indicates that  
absorbed water is  also co-ordinated to the P and/or  
A1 atoms with a P - O  or A1-O distance of  1.6 A. 
It is impossible to differentiate at this stage 

between co-ordination to A1 or P atoms, although 
the discrepancy is o f  the correct order of  magnitude 
to fit with the known moisture content  (12%) of  
approximately one molecule of  H20 per A1PO4 
unit. Co-ordination of  one molecule o f  H20 per 

unit of  composit ion to either A1 or P would add 
250 el 2 to the peak, and any other O - O  co-ordin- 
ation at a similar distance of  1.6 A could make up 

the remaining discrepancy. 
The RDFs for both  A1PO4 samples are very 

similar to that  for SiO2 although sample 2 shows 
slightly more order in the peaks at r ~ 4 and ~ 5 A, 
indicating a more regular arrangement of  the second 
neighbour distances. More exact  comparison than 

this is not  valid at this stage in view of  the different 
water contents o f  the samples and the small 
( <  2 at. %) but  undetermined amounts o f  chlorine 
and carbon present. 

The similarity between the structure of  vitreous 
AIPO4 and vitreous silica is perfectly consistent 
with the crystal chemistry of  A1PO4, although the 

*el 2 is an abbreviation for (electron) 2 which are units of 
or interatomic distances. 

RDFs for vitreous A1PO 4 have been shown to differ 

slightly according to the route by which they were 
made. This indicates that  the structure of  the 
vitreous state depends on the method of  preparat ion 
of  the material. 
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peak area, each peak being attributed to one or more bonds 
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